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ZEnterprise Observations

In my opinion, the July 22"d announcement was the most
significant in the last decade. (As an aside — I've been watching
IBM announcements since 1965.)

Realize that there are really three parts of a zEnterprise —

2196 — faster processor, better memory management, 100 new
instructions, new pricing, lower cost specialty engines

+ This is the piece that most installations will see in the next couple
of years.

zBX — blade servers closely linked to z196/z10s. Initial benefit
comes from reduction in network costs/response, smaller
footprint, reduction in energy, reduction in TCA, reduction in
people costs.

URM — Unified Resource Manager. zManager has potential.



Enterprlse Observations
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Jjgest benefit will come from analytic processing and new in
itions. :

v g pout a 4-hour DB2 query completing in just secon'_
BM Smart Analytics Optimizer for DB2 on z/OS€

[ m--- 1 seei mr- '

"N




" kbl

IR
£
-

'j 196 Specialty Engines - IFI’_I
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Status U.S. Price Avg RNI MIPS | $ per MIPS
(single IFL)

New z9-BC $95,000 $207
New z9-EC $125,000 560 $223
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New z10-BC $75,000 661 $113
New z10-EC $75,000 901 $83
New z196 $55,000 1204 $46
z9-EC to z10-EC Upgrade $0 +341 $138
z9-EC to 2196 Upgrade $33,000 +644 $131

210-EC to 2196 Upgrade $16,500 +303 $75
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2196 Speualty Engines — zIIP/zAAP
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Status U.S. Price Avg RNI MIPS | $ per MIPS
(single IFL)

New z9-BC $95,000 $207
New z9-EC $125,000 560 $223

New z10-BC $125,000 661 $189
New z10-EC $125,000 901 $139
New z196 $100,000 1204 $83
z9-EC to z10-EC Upgrade $0 +341 $139
z9-EC to 2196 Upgrade $60,000 +644 $153

z10-EC to z196 Upgrade $30,000 +303 $128




Zz/OS zBX Issues
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Z/OS zBX Issues
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‘When you do capacity planning and chargeback for DB:
wva, etc., how do you deal with CPU time accumulate
1P or zAAP? o

ample: A CICS transaction issues a request to L )
art of the query on a zIIP. o

- days it runs on the zIIP, some day

v on the z10.




j* z/OS zBX Issues
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ing same example, assume that DB2 and IBM Sr
lytics Optimizer decide to send the query to &




 2/0S 1.11 LSPRs

> @ L R
arge System Performance Reference (LSPR)

ation of LSPR website has changed - https:/imww-
om/servers/resourcelink/lib03060.nsf/pages/Isprindex?Open Docy

10 — New LSPRs published
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z/OS 1.11 LSPRs

Caution — your MIPS may change

The next slide shows the percent change in MIPS between
the MIPS derived from z/OS 1.9 LSPRs and the z/OS 1.11
LSPRs for the first 32 processors.

Notice that “average MIPS” are lower on the smaller z/OS
1.9 LSPRs and higher on the larger z/OS 1.9 LSPRs.

Notice that the “average RNI MIPS” based on z/OS 1.11
are about 2.5% lower than the Low I/O MIPS, but that’s
pretty even across all sizes.

If you used Low I/O in the past, then new MIPS will
average about 2.5% lower for the z10-EC with 1 to 32 CPs

12
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' ZEnterprise Pricing

® il L R
196 Software Prices

There is no “tech discount” obtained from a redu i C
U assignments for the z196.

st, there was up to a 10% reduction in

no longer true for the z196.
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If | Ran the Site
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“It's a pretty good site,”
Said young Sally Ann White,
nd the people who run it
ally quite bright.”
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- IfIRanthesite...
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hile attending SHARE in Boston, | kept seeing suggestior :
Jjgestion on ways to improve the data center. Many of th
ne same recommendations that have been given for

t people doing them?




- IfIRanthesite...
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art with baby steps, such as:

>chedule an hour a week, an hour a day, one day a m«
< on enhancements. -

few slides show some of the areas | \
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~ IfIRanthesite...
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Itomate as much as possible (that is, let the system
e of your work!)

) on and use IBM Health Checker (z/OS 1. 0-
» SHARE sessions from Peter Relson, P«
tle SHARE session 2240
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- IfIRanthesite...
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omate (continued)

«ploit SMF Logger
‘Denver and Seattle sessions

\'s SMF Director product
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ymate (continued)

e both Operlog and Syslog
erve different purposes and provide bagk p

arDispa

) 10% of your MIPS?




If | Ran the Site
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\utomate (continued)

 Implement Sysplex Failure Management (SFM) with BC|
See SHARE sessions from Mark Brooks & Steve Walrr
e Seattle SHARE sessions 2251 and 2227 (Mark

2d, Steve Warren)
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IflRan the site . ..
o9 P -
Xploit Newer Features

m Ie_ment z/OSMF _
- See SHARE sessions by Anuja Deedwaniya and Gi
AS OEM can be a hard install, so let sonr




~ If | Ran the site . . .
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Xploit Newer Features (continued)

ploit IFLs, zIIPs, and zZAAPs
- Greatest benefit is on z196

gate all new pricing options, especially VWL
AWLC on z196

lignment of LPARs could save milliof




- SR —

If | Ran the Site
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ploit New Features (continued)

arn to use zPCR!

ention this every SHARE, but more pea
“'i_':j_!‘ lally for z196)!




If | Ran the Site
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)loit New Features (continued)

v. most current CFCC level for your Co s._'

't get behind, or you may miss performe

nenr -
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Coupling Technology versus Host Processor Speed

Host effect with primary application involved in data sharing

Chart below is based on 9 CF ops/Mi - may be scaled linearly for other rates

CFHOSt z890 z990 z9BC z9 EC z10BC z10 EC z196
z890 I1SC 13% 15% 16% 17% 19% 21% NA
z890 ICB 9% 10% 10% 11% 12% 13% NA
z990 ISC 13% 14% 14% 15% 17% 19% NA
z990 ICB 9% 9% 9% 10% 12% 13% NA

z9 BCISC 12% 13% 14% 15% 17% 19% 23%

z9 BC PSIFB 12X NA NA NA NA 13% 14% 16%
z9 BC ICB 8% 9% 9% 10% 11% 12% NA

z9 ECISC 12% 13% 13% 14% 16% 18% 22%

z9 EC PSIFB 12X NA NA NA NA 13% 14% 16%
z9 ECICB 8% 8% 8% 9% 10% 11% NA
z10 BC ISC 12% 13% 13% 14% 16% 18% 22%
z10 BC PSIFB 12X NA NA 11% 12% 13% 14% 15%
z10 BC ICB 8% 8% 8% 9% 10% 11% NA
z10 ECISC 11% 12% 12% 13% 15% 17% 22%
z10 EC PSIFB 12X NA NA 10% 11% 12% 13% 15%
z10 EC ICB 7% 7% 7% 8% 9% 10% NA
2196 ISC NA NA 11% 12% 14% 16% 21%

2196 PSIFB 12X NA NA 9% 10% 11% 12%

With z/OS 1.2 and above, synch->asynch conversion caps values in table at about 18%
PSIFB 1X links would fall approximately halfway between PSIFB 12X and ISC links
IC links scale with speed of host technology and would provide an 8% effect in each case




Mark & Gary’s Notes

The coupling efficiency of a Parallel Sysplex cluster, particularly one that has heavy datasharing, is sensitive to the
performance of the operations to the Coupling Facility. The chart estimates the “host effect” for a heavy data sharing
production workload for various combinations of host processor and coupling technology. The values in the table represent
the percentage of host capacity that is used to process operations to the coupling facility (which includes the time spent
communicating with the CF and the time spent waiting for the CF to process the request). For example, a value of 10%
would indicate that approximately 10% of the host capacity (or host MIPS) is consumed by the subsystem, operatin
system and hardware functions associated with coupling facility activity. The table is based on a “coupling intensity” of 9
CF operations per million instructions (MI), which is typical of high end data sharing work loads.
The values in the table can be adjusted to reflect the coupling intensity for any workload. One can calculate the coupling
intensity by simply summing the total reg/sec of the CFs and dividing by the used MIPS of the attached systems (MIPS
rating times CPU busy). Then, the values in the table would be linearly scaled. For example, if the workload was
grocessinhg ld%.5 CF operations per million instructions (or 4.5 CF ops/second/MIPS), then all the values in the table would
e cut in half.

For 9 CF requests/MI, host effect values in the table may be considered capped at approximately 18% due to z/OS
Synchronous to Asynchronous CF Message Conversion. Configurations where entries are approaching 18% will see more
messages converted to asynchronous. z/OS converts synchronous messages to asynchronous messages when the
synchronous service time relative to the speed of the host processor exceeds a breakeven threshold at which it becomes
cheaper to go asynchronous. When all CF operations are asynchronous, the overhead will be about 18%. By the time you
have reached >=18% in the table, that corresponds to the time z/OS must have been converting almost every operation
asynchronous. The 18% cap scales proportionally with the CF requests/MI activity rate. For example, at 4.5 CF
requests/Ml, the cap would 9%.

The hardware cost can be minimized by using the most efficient links with faster engine speeds for the CFs. This reduces
the time that z/OS is waiting for the response while the message is on the CF link and while the CF is busy processing the
request. With this in mind, it becomes obvious that the best coupling efficiency is generally seen when the CF is on the
fastest processor and connected to the z/OS image via the fastest links. The chart bears this out. For example, holding
the CF and host processor technology constant, the chart shows that coupling efficiency increases with faster links (z/0OS
spends less time waiting because the communication with the CF is faster). For a given host processor and link
technology, coupling efficiency increases with faster CF technology (z/OS spends less time waiting because the CF
processes the request faster). In most cases, upgrading to faster links has a more dramatic impact on coupling efficiency
than upgrading to a faster CF.
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ploit New Features (continued)

you have RMF, use the Distributed Data Server (DS.
- This only needs to run on a single image in the s
F data from all images

used to et sysplex view witho

| .ﬂ'-f"-‘_':.___




User Experiences
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S 1.8 10 1.10 (APAR OA25644) and z/OS 1.11 addec |
log Search Interface) filtering

> — While Doing Generic Filtering D ing C
s e First Char of IEWS 'gx:_l




User Experiences
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oblem: CICS response time was terrible on one regi

nitial review saw that some timing fields were wrapp

M simulates a restart of the address space hi
ning several times a day)

sed the wrapping?
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ock Structure Duplexing Problem

plexing broke frequently
54 — IXC5221 Break Duplex (27Jan

' another problem:

[ h g _pem——




L o 9o

xter Muench, IBM

1ARE Session — RMF: The Latest and Greatest
ved RMF Enhancements, including
oup Capacity Reporting
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| SMF Management ;

onitoring — Sysplex Status Task

*

¥ -
N/
v

{} '| E' Google

Welcome bhbe Log out

Welcome ©  Monitoring D... € Sysplex Status &

Sysplex Status Help

Use this panel to quickly assess the performance of the workloads running on the sysplexes in your installation. You can also use
this panel to define the sysplexes and Linux images that you want to monitor in the Monitoring Desktops task.

Resources

| Actions ~ |
Rescurce - Connactivity 4  Performance Index Status - Relsted Service Definition  Active WLM Policy
()| LOCALPLEX Connected Pl <= 1 for all periods RTDST3 RTDST
() SYSDPLEX Connected € PI> 1 forimpottant periods systest POLICY01
()| SCLMPLEX Connected Pl <= 1 for all periods Default STANDARD
() TRXPLEX Connected € P1> 1 forimportant periods  Ralfpol BASEPOL
®) @ P1 <=1 for all pericds

|

” Refresh Lastrefresh: 22.02.2010 17:57:24 local time (22.02.2010 16:57:24 GMT)
Automatic refresh
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Monitoring — wonitring o

W 'i @v Google

IBMZIOS Management Eacility Welcome zosmfad Log out

Welcome €3 SysplexStatus € Monitoring D... ©

Monitoring Desktops
| Deskops ~ CPU & Workload Activity & ©

CPU & Workload Activity (Running)
[Siart | Pause || Save [ Adlun.:i_v]

+ Execution Velocity | ~cpuc

I 70 T WLM2 OSERCICS
CICSWEB.1 | 93 [0068] | | 0.1

I 50 wimzoserpay | (I 0
PAYROLL 1 u e 2 [0o68] | |0

I 50 wimzosercics | [ 148
BTCHCRIT.1 lo [0067] | |0

I 0 wimzoserpay | [l 07
lo [0085] | |0

I 0 wumzeiot | Il 7.4
USSDEF.1 lo 10036] | [ 7.4

30 wimzeiLoo | Ml 71
oo3s] | [l 71

2 WLM2DB2001 | |08
BTCHHIGH1 | |y f0038] | |08

STCHIGH.1

STCDEF.1 |l |03

. 20 WLM2DEFO1 | |07
DB2DEF.1 lo 0034 |07

I 20 WLM2RMFGAT |06
WEBDEF.1 lo [0030] |06

o2

Tsooers | N 20 WLHZWLH 0004 | | o

lo

. s ! WLMZ CONSOLE | | 0.1
BILLING.1 | =g 5 fo009] | | 0.1

[l FRODPLEX.SYSPLEX execution velociy gosl by WLM service class penod [l FRODPLEX.SYSPLEX % sappl ftotal) by job
[ PRODPLEX.SYSPLEX execution velocity by WLM senvice class penod [l FRODPLEX.SYSPLEX % appl (TC8 * SRE) by job
dc ar
07/19/2010 19:38:00 - 07/19/2010 19:39:00 (14/14) 07/19/2010 19:38:00 - 07/19/2010 12:39:00 (14/14)




3 Interesting Notes
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ral Temel, Garanti Technology

e her SHARE session on Performance Mana'
g RMF data: Customer Experience =
g large (32 MB), but worth the downl
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Why Conferences?
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